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A B S T R A C T

Risks and opportunities related to environmental transition are usually evaluated through the use of scenarios,
produced and maintained by international bodies such as the International Energy Agency. This approach
assumes perfect knowledge of the scenario by the agent, but in reality, scenario uncertainty is an important
obstacle for making optimal investment or divestment decisions. In this paper, we develop a real-options
approach to evaluate assets and potential investment projects under dynamic climate transition scenario
uncertainty. We use off-the-shelf Integrated Assessment Model (IAM) scenarios and assume that the economic
agent acquires the information about the scenario progressively by observing a signal, such as the carbon price
or the greenhouse gas emissions. The problem of valuing an investment is formulated as an American option
pricing problem, where the optimal exercise time corresponds to the time of entering a potential investment
project or the time of selling a potentially stranded asset. To illustrate our approach, we employ representative
scenarios from the scenario database of the Network for Greening the Financial System in two energy-related
examples: the divestment decision from a coal-fired power plant without Carbon Capture and Storage (CCS)
technology and the potential investment into a green coal-fired power plant with CCS. In both cases, we find
that the real option value is very sensitive to scenario uncertainty: the value of the coal-fired power plant
is reduced by 25% and that of the green coal investment project is reduced by 7% when the agent deduces
the scenario by observing carbon emissions, compared to the setting when the true scenario is known. We
also find that scenario uncertainty can lead to considerable delays in the implementation of green investment
projects, emphasizing the importance of timely and precise climate policy information.
1. Introduction

As the global climate is changing, the need for a major decarboniza-
tion of the energy system has become evident (Teske, 2019; Bogdanov
et al., 2019), while climate change impacts are expected throughout the
energy system itself (Stanton et al., 2016; Cronin et al., 2018). While
there is little doubt that the low-carbon transition will lead to profound
changes in the energy system in the years and decades to come, it
is difficult to predict the exact nature of these changes and the pace
of the transition. Faced with such uncertainty, the scenario approach
has emerged as a means to provide decision-makers with the tools to
optimize their actions. Produced with the help of integrated assessment
models, transition scenarios are published by international bodies such
as the IEA (International Energy Agency), IPCC (Intergovernmental
Panel on Climate Change), NGFS (Network for Greening the Financial
System), IIASA (International Institute for Applied System Analysis),
and used by the economic agents to understand the possible futures
they need to prepare for. In particular, the NGFS maintains a database
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of six transition scenarios, described in detail in Section 3. These
scenarios are used by financial institutions to conduct climate stress
tests: for example, by comparing the value of a bank’s portfolio under
orderly and disorderly transition scenario, one may evaluate the risk of
disorderly transition.

The scenario approach, however, suffers from a number of draw-
backs from the point of view of risk management and asset pricing.
In most existing approaches the scenario is assumed to be given and
known to the agent, thus the influence of the agent’s actions on the
scenario, and the imperfect knowledge of the scenario by the agent
are not taken into account. Yet, owners of energy assets with a risk
of stranding, or of construction permits for green energy projects, make
their decisions to sell the asset, or to build the plant, without the perfect
knowledge of the scenario to come. Instead, they evaluate the prospects
of a given asset/investment based on partial information about the state
of the energy transition.
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In this paper we therefore extend the real options (RO) approach
to take into account (i) the transition scenario uncertainty and (ii) the
progressive discovery of information about the transition scenario by
the investors. Traditional RO theory already acknowledges the value of
waiting and postponing the investment decision in favor of flexibility
and in view of acquiring more information on the evolution of the un-
derlying stochastic variables affecting the project value. However, the
sources of uncertainty in a RO model usually stem from the evolution
of asset prices or cost variables specific to the project. We consider an
additional layer of uncertainty, that is the uncertainty stemming from
the energy transition scenario, potentially affecting the distribution of
all stochastic variables. Then, we introduce an active Bayesian learning
component to this framework. Namely, the agents continuously update
their beliefs regarding the likelihood of being in a certain climate
scenario, and evaluate the projects accordingly.

Our approach does not require developing a new integrated assess-
ment model, but instead works with any set of scenarios, provided
they contain the required variables to determine the cash flow stream
of the energy asset. To incorporate scenario uncertainty, we then add
to the scenario database a stochastic model describing progressive
information discovery and progressive updates of posterior scenario
probabilities in the context of Bayesian learning.

Our paper contributes to different strands of literature. The lit-
erature on RO in the context of energy project valuation is vast.
Indeed, RO is a prominent approach to evaluate capital investments
under uncertainty and irreversibility, and energy projects provide a
natural field of application given their relatively high capital costs
and the multiple sources of uncertainty relative to commodity prices
and future electricity demand and supply. Siddiqui and Fleten (2010)
evaluate how a firm may proceed with staged commercialization and
deployment of competing alternative energy technologies, and find that
the option of investing in such projects increases the value of the
firm. Fuss et al. (2012) analyze the impact of uncertainty for deriving
the optimal portfolio of energy technologies for a profit-maximizing
investor. Boomsma et al. (2012) analyze investment decisions in renew-
able energy under policy interventions, and find that a feed-in tariff
leads to earlier investment. Abadie et al. (2011) employ a binomial
lattice model to compute the value of the option to abandon a coal-
fired power plant; Laurikka and Koljonen (2006) analyze how the
uncertainty related to an emission trading scheme affects the value of
an option to invest in a coal power plant; Flora and Vargiolu (2020) use
a least-squares Monte Carlo approach to solve the optimization problem
of decision making in case of a power producer who is considering
switching from a carbon-intensive technology to a renewable one under
a carbon price floor; Hach and Spinler (2016) assess the effectiveness of
capacity payments in promoting gas-fired generation investments under
different degrees of feed-in tariff. Detemple and Kitapbayev (2020)
develop a real options model where a firm seeking to build a new power
plant has the exclusive choice between two technologies, namely wind
and gas.

A related literature is also that of climate-related stranded as-
sets. McGlade and Ekins (2015) employ an IAM and find that a third
of oil reserves, half of gas reserves and over 80 per cent of current
coal reserves must remain underground to maintain the global temper-
ature rise compared to pre-industrial level below 2 ◦C. A more recent
tudy (Welsby et al., 2021) finds that the 1.5 ◦C scenario requires nearly
0 per cent of oil and fossil methane gas, and 90 per cent of coal
o remain unextracted. Mercure et al. (2018) estimate, with an inte-
rated global economy-environment simulation model, the discounted
lobal wealth loss from stranded fossil fuel assets. Rozenberg et al.
2020) analyze the impact of alternative policy instruments on costs
nd dynamics of transition from polluting to clean capital, and study
heir implications for asset stranding. Van der Ploeg and Rezai (2020)
tudy the determinants of asset stranding in the fossil-fuel industry. Mo
t al. (2021) focus on the case of China, and show that carbon pricing
2

ncreases the risk for newly-built coal power plants to become stranded. s
Finally, our paper also relates to the literature on active learning.
n this context, closest to our paper is Dalby et al. (2018). They study
olicy uncertainty in the form of an unexpected downward adjustment
f a fixed feed-in tariff (FIT) scheme, with a learning perspective. Their
gent expects an adverse transition between two regimes of fixed FIT,
nd has the option to invest in a green energy project. Our work differs
n multiple respects. First, their model pertains to renewable energy
olicy uncertainty rather than broader transition scenario uncertainty.
econd, it is specific to renewable energy (RE) project valuation, while
e develop a flexible approach that can be used for several potential
pplications in decision making analysis. Third, they consider a single
olicy revision, with two possible regimes: either the change in the
IT payment has not yet occurred (this is the starting point), or it
as occurred, and in such a case the value of the option to invest
n the green energy project becomes zero. In contrast, our model can
nclude several different scenarios, and climate uncertainty shapes the
rajectories of all state variables.

The paper is structured as follows. In Section 2, we present our
odel of an agent learning the likelihood of a global transition scenario

rom a climate-related signal, for the purpose of decision-making. In
ection 3, we describe an empirical application of our approach, and
nalyze the sensitivity of our results to a set of parameters. Section 4
oncludes.

. Model and scenario uncertainty with Bayesian learning

.1. Description of the model

We consider a discrete time model, where the integer-valued vari-
ble 𝑡 denotes time measured in years. In the context of long-term
nvestment/divestment decisions, it seems reasonable to assume that
he agent may revise her investment/divestment strategy once a year.

risk-neutral and profit-maximizing economic agent (owner of a
ower-generating asset or of the potential investment project), facing
oth revenue risk and scenario uncertainty, has the option to either
ell/decommission the asset or to invest into the project at a future
ate 𝜏. The revenues of the asset prior to closure/of the project after
nvestment are determined by future values of risk factors (fuel prices,
lectricity price, carbon price) whose evolution is stochastic and whose
istribution depends on the realized transition scenario. We assume
here are 𝑁 scenarios corresponding to different climate, economic and

policy assumptions. The true scenario is not known to the agent ex
ante, however, the agent observes a signal (e.g., global CO2 emissions),
which contains noisy information about the scenario, and allows the
agent to progressively update her posterior probability of realization
for each scenario. For example, if the emissions decrease at a steady
rate, the agent will assume that an orderly transition scenario is more
likely than a delayed transition scenario.

Under each scenario, consider a number 𝐾 of stochastic risk factors.
We assume that the value 𝑃𝑘,𝑡 of the risk factor 𝑘 at time 𝑡 under the
cenario 𝑖 follows an autoregressive dynamics with scenario-dependent

mean 𝜇𝑖
𝑘,𝑡. To write the risk factor dynamics in matrix form, we denote

by 𝐏𝑡 the 𝐾-dimensional vector of risk factors, by 𝝁𝑖
𝑡 the vector of

scenario-dependent means, by 𝜱 the (𝐾 × 𝐾) matrix of mean rever-
ion rates, and by 𝝈 the Cholesky decomposition of the instantaneous
ariance–covariance matrix of the risk factors. Thus, in matrix form we
ave

𝑡 = �̃�𝑡 + 𝝁𝑖
𝑡, �̃�𝑡 = 𝜱�̃�𝑡−1 + 𝝈𝜺𝑡, 𝑡 > 0, �̃�0 = 0. (1)

under scenario 𝑖, where (𝜺𝑡) is a sequence of i.i.d. 𝐾-dimensional

tandard normal vectors.
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2.2. Bayesian updates

As mentioned above, the agent does not know the true scenario
𝑖, but observes a noisy signal 𝑦𝑡, and infers the likelihood of being
in scenario 𝑖 based on this signal. Ideally, the signal should be a
(scenario-dependent) variable that is highly affected by or that has a
high correlation with the scenario. Thus, the signal will ‘‘reveal’’ to the
agent, with error, the state 𝑖. For example, the signal the agent relies
on could be the price of carbon in the region where the production
asset is located or the agent plans to invest; or the total emissions of
greenhouse gases. Let us assume the signal is normally distributed with
mean 𝜇𝑖

𝑦,𝑡 and standard deviation 𝜎𝑦, that is

𝑦𝑡 = 𝜇𝑖
𝑦,𝑡 + 𝜎𝑦𝜂𝑡 , with 𝜂𝑡 ∼ 𝑁(0, 1) i.i.d. (2)

We assume that, given the scenario, the signal is independent from
the risk factors, or, in other words, 𝜂𝑡 is independent from 𝜀𝑘𝑡 for all
𝑘. This does not imply that the signal is completely independent from
the risk factors, which is not a realistic assumption, but only that their
dependence is explained by the scenario. For example, if the signal
corresponds to the carbon price and the risk factor is the electricity
generation, then in a net zero scenario we expect both of them to rise,
but, conditionally on the scenario, the noises of these two processes
may be independent.

At every time step, the agent updates her prior knowledge of the
state to obtain a posterior probability of each state 𝑖. Since our aim is
to understand the role of emissions/carbon price as a signal informing
economic agents about scenario uncertainty, we assume that the up-
dates are only based on the value of the signal, but not on the values
of the risk factors 𝑃𝑡.

The probability 𝜋𝑖
𝑡 of being in scenario 𝑖 at time 𝑡 based on the signal

𝑦𝑡 is

𝜋𝑖
𝑡 = P[𝐼 = 𝑖|𝑡], 𝑡 = 𝜎(𝑦𝑠, 𝑠 ≤ 𝑡) , (3)

where
{

𝑡 ∶ 𝑡 ≥ 0
}

is the filtration generated by the observable process
𝑦𝑡 ∶ 𝑡 ≥ 0

}

. In particular, the Bayesian update of 𝜋𝑖
𝑡 at each time step

is

𝑖
𝑡 = P[𝐼 = 𝑖|𝑦𝑡,𝑡−1] =

P[𝐼 = 𝑖, 𝑦𝑡 ∈ 𝑑𝑦|𝑡−1]
P[𝑦𝑡 ∈ 𝑑𝑦|𝑡−1]

= 𝜋𝑖
𝑡−1

P[𝑦𝑡 ∈ 𝑑𝑦|𝐼 = 𝑖,𝑡−1]
P[𝑦𝑡 ∈ 𝑑𝑦|𝑡−1]

, (4)

here we use the notation P[𝑦𝑡 ∈ 𝑑𝑦|𝑡−1] as a short-hand for the
ensity of 𝑦𝑡 given 𝑡−1, and similarly for other notation in the above
quation.

The unnormalized posterior probability of being in scenario 𝑖 is then
iven by

�̂�𝑖
𝑡 = �̂�𝑖

𝑡−1𝑒
−

(

𝑦𝑡−𝜇𝑖𝑦,𝑡
)2

2𝜎2𝑦 , �̂�𝑖
0 = 𝜋𝑖

0 , (5)

nd the normalized probability is

𝑖
𝑡 =

�̂�𝑖
𝑡

∑

𝑖 �̂�
𝑖
𝑡
. (6)

Provided that the scenarios offer a range of sufficiently diversified
trends 𝜇𝑖

𝑦,𝑡 for the signal, the lower the standard deviation of the signal
𝜎𝑦, the sooner the agent’s belief on the likelihood of being in a certain
scenario 𝑖 will converge to either 0 or 1.

In real option theory, the decision making analysis of the agent is
similar to the pricing of an American option. To enforce our assumption
that the scenario information is extracted solely from the signal, we
suppose that the pricing procedure uses only the random part of the
risk factors �̃�, but not the scenario-dependent part. In practice this
means that the agent uses a stochastic model for, e.g., the difference
between the observed monthly local price and a slowly varying global
price index, and uses the scenario information extracted from the signal
to project the slowly varying price index.
3

The value function (value of the asset) at date 𝑡 is related, through
the dynamic programming principle, to the value function at date 𝑡+1,
and computed by backward induction. This approach relies on the
specification of a dynamics for the underlying stochastic processes,
that is, we need to determine the joint dynamics of the (scenario-
independent random parts of the) risk factors, the signal, and the
scenario probabilities 𝜋𝑖

𝑡 , or, in other words, the rule of updating �̃�𝑡, 𝑦𝑡
and 𝜋𝑖

𝑡 from �̃�𝑡−1, 𝑦𝑡−1 and 𝜋𝑖
𝑡−1. The rule for updating the probabilities

is given by Eqs. (5)–(6) and that for the risk factors is given by Eq. (1).
For updating the signal, we compute the conditional law of 𝑦𝑡 given
𝑡−1:

P
[

𝑦𝑡 ∈ 𝐵|𝐼 = 𝑖
]

= 1
√

2𝜋𝜎2𝑦
∫𝐵

𝑒
−

(

𝑧−𝜇𝑖𝑦,𝑡
)2

2𝜎2𝑦 d𝑧 , (7)

Thus, conditionally on the information available to the agent, the risk
factors and the signal are distributed as a multivariate Gaussian mixture
model.

Since the update rule for 𝑦𝑡 does not depend on 𝑦𝑡−1, the process
obtained with this update rule is a Markov process, as shown by the
following proposition.

Proposition 1. Let (𝑈𝑡)𝑡=0,1,… be a sequence of independent random
ariables with uniform distribution on the interval [0, 1], independent from
the sequences (𝜀𝑡) and (𝜂𝑡). Define the sequence
̃
𝑡 = 𝝈𝜺𝑡 +𝜱�̃�𝑡−1,

𝐼𝑡 = min{𝑖 = 1,… , 𝑁 ∶
𝑖

∑

𝑗=1
�̃�𝑗
𝑡−1 ≥ 𝑈𝑡},

�̃�𝑡 = 𝜎𝑦𝜂𝑡 +
𝑁
∑

𝑖=1
𝟏𝐼𝑡=𝑖 𝜇

𝑖
𝑦,𝑡

�̃�𝑖
𝑡 =

�̃�𝑖
𝑡−1𝑒

−

(

�̃�𝑡−𝜇𝑖𝑦,𝑡
)2

2𝜎2𝑦

∑𝑁
𝑗=1 �̃�

𝑗
𝑡−1𝑒

−

(

�̃�𝑡−𝜇
𝑗
𝑦,𝑡

)2

2𝜎2𝑦

, 𝑖 = 1,… , 𝑁,

for 𝑡 = 1, 2,… , with initial conditions �̃�0 = 0 and �̃�𝑖
0 = 𝜋𝑖

0, 𝑖 = 1,… , 𝑁 .
Then the process (�̃�𝑡, �̃�𝑡, �̃�𝑡) has the same law as the process (�̃�𝑡, 𝑦𝑡,𝝅𝑡),

where 𝑦 and 𝝅 are defined by

𝑦𝑡 = 𝜎𝑦𝜂𝑡 +
𝑁
∑

𝑖=1
𝟏𝐼=𝑖 𝜇𝑖

𝑦,𝑡, 𝜋𝑖
𝑡 = P[𝐼 = 𝑖|𝑡], 𝑡 = 𝜎(𝑦𝑠, 𝑠 ≤ 𝑡),

here

= min{𝑖 = 1,… , 𝑁 ∶
𝑖

∑

𝑗=1
𝜋𝑗
0 ≥ 𝑈}

and 𝑈 is an independent random variable with uniform distribution on [0, 1].

roof. Since the risk factors �̃� are independent from the scenario, it is
ufficient to consider the law of the process (�̃�𝑡, �̃�𝑡). Moreover, we have
hown by Bayes formula that the conditional probabilities 𝝅𝑡 satisfy
he same update rules (as function of the signal) as the probabilities �̃�
efined in the proposition. Thus it is sufficient to show that the signal
̃ defined in the proposition has the same law as the signal 𝑦. Further,
or any 𝑖 = 1,… , 𝑁 , any 𝑡 > 0, and any bounded measurable 𝑓 ,

[𝑓 (�̃�𝑡)�̃�𝑖
𝑡 ∣ �̃�𝑡−1] = E

[

𝑓 (�̃�𝑡)�̃�𝑖
𝑡−1𝑒

− (�̃�𝑡−𝜇
𝑖
𝑦,𝑡)2

2𝜎2𝑦

∑𝑁
𝑗=1 �̃�

𝑗
𝑡−1𝑒

− (�̃�𝑡−𝜇
𝑗
𝑦,𝑡)2

2𝜎2𝑦

|

|

|

|

|

�̃�𝑡−1

]

= E
[ 𝑁
∑

𝑘=1

𝑓 (𝜎𝑦𝜂𝑡 + 𝜇𝑘
𝑦,𝑡)�̃�

𝑘
𝑡−1�̃�

𝑖
𝑡−1𝑒

− (𝜎𝑦𝜂𝑡+𝜇
𝑘
𝑦,𝑡−𝜇

𝑖
𝑦,𝑡)2

2𝜎2𝑦

∑𝑁 𝑗 − (𝜎𝑦𝜂𝑡+𝜇
𝑘
𝑦,𝑡−𝜇

𝑗
𝑦,𝑡)2

2𝜎2𝑦

|

|

|

|

|

�̃�𝑡−1

]

𝑗=1 �̃�𝑡−1𝑒
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= 1

𝜎𝑦
√

2𝜋 ∫R

𝑁
∑

𝑘=1

𝑓 (𝑦 + 𝜇𝑘
𝑦,𝑡)�̃�

𝑘
𝑡−1�̃�

𝑖
𝑡−1𝑒

− (𝑦+𝜇
𝑘
𝑦,𝑡−𝜇

𝑖
𝑦,𝑡)2

2𝜎2𝑦

∑𝑁
𝑗=1 �̃�

𝑗
𝑡−1𝑒

− (𝑦+𝜇
𝑘
𝑦,𝑡−𝜇

𝑗
𝑦,𝑡)2

2𝜎2𝑦

𝑒
− 𝑦2

2𝜎2𝑦 𝑑𝑦

= 1

𝜎𝑦
√

2𝜋 ∫R

𝑓 (𝑦)�̃�𝑖
𝑡−1𝑒

− (𝑦−𝜇
𝑖
𝑦,𝑡)2

2𝜎2𝑦

∑𝑁
𝑗=1 �̃�

𝑗
𝑡−1𝑒

− (𝑦−𝜇
𝑗
𝑦,𝑡)2

2𝜎2𝑦

𝑁
∑

𝑘=1
�̃�𝑘
𝑡−1𝑒

−
(𝑦−𝜇𝑘𝑦,𝑡 )

2

2𝜎2𝑦 𝑑𝑦

=
�̃�𝑖
𝑡−1

𝜎𝑦
√

2𝜋 ∫R
𝑓 (𝑦)𝑒

− (𝑦−𝜇
𝑖
𝑦,𝑡)2

2𝜎2𝑦 𝑑𝑦 = �̃�𝑖
𝑡−1E[𝑓 (𝜎𝑦𝜂𝑡 + 𝜇𝑖

𝑦,𝑡)].

Fix an integer 𝑇 < ∞ and consider bounded measurable functions
𝑓1,… , 𝑓𝑇 . Then, using repeatedly the previous formula,

E[𝑓𝑇 (�̃�𝑇 )…𝑓1(�̃�1)] = E[E[𝑓𝑇 (�̃�𝑇 ) ∣ �̃�𝑇−1 … �̃�1] 𝑓𝑇−1(�̃�𝑇−1)…𝑓1(�̃�1)]

=
𝑁
∑

𝑖=1
E[𝑓𝑇 (𝜎𝑦𝜂𝑇 + 𝜇𝑖

𝑦,𝑇 )]E

[

�̃�𝑖
𝑇−1𝑓𝑇−1(�̃�𝑇−1)…𝑓1(�̃�1)

]

=
𝑁
∑

𝑖=1
E[𝑓𝑇 (𝜎𝑦𝜂𝑇 + 𝜇𝑖

𝑦,𝑇 )]E[𝑓𝑇 (𝜎𝑦𝜂𝑇−1) + 𝜇𝑖
𝑦,𝑇−1]

E

[

�̃�𝑖
𝑇−2𝑓𝑇−2(�̃�𝑇−2)…𝑓1(�̃�1)

]

= ⋯ =
𝑁
∑

𝑖=1
𝜋𝑖
0

𝑇
∏

𝑡=1
E[𝑓𝑡(𝜎𝑦𝜂𝑡 + 𝜇𝑖

𝑦,𝑡)] = E

[ 𝑇
∏

𝑡=1
𝑓𝑡(𝑦𝑡)

]

,

which finishes the proof. □

2.3. Optimal project valuation under scenario uncertainty

Our model is general enough to be applicable in many contexts. In
this section, we will focus on two types of investment decisions: (1) an
optimal exit problem, where the agent owns a carbon-intensive plant
and is considering decommissioning the plant; and (2) an optimal entry
problem, where the agent has the option to invest in a green energy
project. These problems can be both modeled as an American option
pricing problem, and solved numerically by a Least Squares Monte
Carlo (LSMC) approach.

In our model, the agent’s incentive to delay the investment decision
lies not only in the opportunity to wait for future price information, but
also in that of learning about the macroeconomic scenario with greater
accuracy. The agent has indeed two main sources of uncertainty: the
one stemming from the fluctuations of risk factor values �̃�𝑡, and the
transition scenario uncertainty. This is the main difference with respect
to standard real options models, where the value of the underlying
only depends on stochastic variables that are commodity prices or other
asset prices.

We assume that the agent makes the decision based on the infor-
mation from the observable risk factor values, and the information
about the posterior scenario probabilities deduced from the signal. We
thus consider the Markov process (𝐗𝑡 ∶= (�̃�𝑡,𝝅𝑡))𝑡=0,1,… defined in the
previous section, and denote by G = (𝑡)𝑡=0,1,… the natural filtration of
this process.

1. Optimal exit
The problem of an agent who is considering selling (or decom-
missioning) a potentially stranded asset can be written as the
following optimal stopping problem:

sup
𝜏∈

E

[ 𝜏
∑

𝑡=1
𝛽𝑡ℎ(𝐏𝑡) − 𝛽𝜏𝐾(𝜏)

]

, (8)

where  is the set of G-stopping times with values in 0, 1, 2,… ,
𝑇 , ℎ(𝐏𝑡) is the Profit&Loss function of year 𝑡, 𝛽 is a discount
factor that accounts both for the time value of money and for the
riskiness of the investment, and 𝐾 is the cost of decommissioning
the plant or, when negative, the price at which the plant is sold.
4

At each point in time until the asset’s lifetime 𝑇 , the agent has
to decide whether to continue operating the plant or not.

2. Optimal entry
The problem of an agent who is considering a potential invest-
ment before time 𝑇0 in a green energy project with lifetime 𝑇
can be written as the following optimal stopping problem:

sup
𝜏∈

E

[𝜏+𝑇
∑

𝑡=𝜏
𝛽𝑡ℎ(𝐏𝑡) − 𝛽𝜏𝐾(𝜏)

]

, (9)

where  is the set of G-stopping times with values in 0, 1, 2,… ,
𝑇0, ℎ(𝐏𝑡) is the profit and loss (P&L) function of year 𝑡, 𝛽 is a
discount factor, and 𝐾 is the capital cost needed to undertake the
project. At each point in time, the agent has to decide whether
to exercise the real option, or to postpone the decision until
more precise information about the potential profitability of the
project becomes available.

In what follows, to simplify our presentation, we will focus on case
1), that is the optimal exit problem, with the understanding that our
etting fully addresses case (2) as well. Introduce the value function

(𝑡, �̃�,𝝅) ∶= sup
𝜏∈𝑡

E
[ 𝜏
∑

𝑠=𝑡+1
𝛽𝑠−𝑡ℎ(𝐏𝑠) − 𝛽𝜏−𝑡𝐾(𝜏) ||

|

(�̃�𝑡,𝝅𝑡) = (�̃�,𝝅)
]

= sup
𝜏∈𝑡

E
[ 𝜏
∑

𝑠=𝑡+1
𝛽𝑠−𝑡

𝑁
∑

𝑗=1
𝜋𝑗
𝑠 ℎ(�̃�𝑠 + 𝝁𝑗

𝑠) − 𝛽𝜏−𝑡𝐾(𝜏) ||
|

(�̃�𝑡,𝝅𝑡) = (�̃�,𝝅)
]

,

here 𝑡 is the set of G-stopping times with values in 𝑡,… , 𝑇 . By
tandard backward induction argument, it can be shown that the value
unction satisfies the following dynamic programming principle:

(𝑡, �̃�,𝝅) ∶= max
{

−𝐾(𝑡), 𝛽E
[

ℎ(𝐏𝑡+1) + 𝑉 (𝑡 + 1,𝐏𝑡+1,𝝅𝑡+1)
|

|

|

(�̃�𝑡,𝝅𝑡) = (�̃�,𝝅)
]}

(10)

= max{−𝐾(𝑡), 𝐶𝑉
(

𝑡, �̃�𝑡,𝝅𝑡

)

}, (11)

here 𝐶𝑉 is the so called continuation value:

𝑉
(

𝑡, �̃�𝑡,𝝅𝑡

)

= 𝛽E
[

ℎ(𝐏𝑡+1) + 𝑉 (𝑡 + 1, �̃�𝑡+1,𝝅𝑡+1)
|

|

|

�̃�𝑡,𝝅𝑡

]

. (12)

As mentioned, Eq. (10) can be solved numerically by LSMC, that
ouples backward oriented dynamic programming techniques with for-
ard oriented simulation techniques. The LSMC algorithm works by
ackward induction, and at each point in time it compares the con-
enience of immediate exercise with that of delaying the decision. As
utlined in Longstaff and Schwartz (2001), the continuation value at
ach possible exercise point can be estimated from a least squares
ross-sectional regression using the simulated paths. The algorithm (see
lgorithm 1) then returns both the value of the real option 𝑉𝑡 and

he optimal exercise time 𝜏. In the algorithm, 𝑉𝑡 denotes an auxiliary
rocess whose conditional expectation equals the continuation value.

As the algorithm shows, a crucial part in the LSMC procedure is
o use the cross-sectional information in the simulation to estimate
he expectation on future cash flows. In all the empirical applica-
ions that follow, we employ a quadratic specification to regress the
iscounted value of the payoff at future dates over the simulated
tate variables. Specifically, our least-squares specification with which
e cross-sectionally regress the continuation values of the different

imulated paths 𝑗 at time 𝑡 is the following:

𝑉𝑡,𝑗 = 𝛼𝑡 + 𝝑𝑡𝑓
(

𝝅𝑡,𝑗 , �̃�𝑡,𝑗

)

+ 𝜀𝑡,𝑗 , (13)

here 𝑓 (⋅) is a second-order polynomial function. A sensitivity analysis
ith respect to the choice of the basis functions has been performed
nd shows that the standard quadratic basis provides a good trade-
ff in terms of improving numerical accuracy and reducing the risk of
verfitting in our context.
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Algorithm 1: Least Squares Monte Carlo
Simulate 𝑁𝑠𝑖𝑚 realizations of the true scenario 𝐼 and
corresponding trajectories of 𝑋𝑡 = [𝜋1

𝑡 ,⋯ , 𝜋𝑁
𝑡 , 𝑃 1

𝑡 ,⋯ , 𝑃𝐾
𝑡 ], for

𝑡 = 1,… , 𝑇 .
For each trajectory, set 𝑉𝑇 = ℎ(�̃�𝑇 + 𝝁𝐼

𝑇 ) −𝐾(𝑇 );
for 𝑡 = 𝑇 − 1 ∶ −1 ∶ 1 do

Perform a polynomial regression of 𝑌𝑡 = 𝛽𝑉𝑡+1 on 𝑋𝑡;
Use the result to estimate continuation value 𝐶𝑉𝑡 on each
trajectory
if 𝐶𝑉𝑡 +𝐾(𝑡) < 0 then

exercise is optimal on this trajectory;
𝑉𝑡 = −𝐾(𝑡) and 𝑉𝑡 = ℎ(�̃�𝑡 + 𝝁𝐼

𝑡 ) −𝐾(𝑡);
else

continuation is optimal on this trajectory;
𝑉𝑡 = 𝐶𝑉𝑡 and 𝑉𝑡 = ℎ(�̃�𝑡 + 𝝁𝐼

𝑡 ) + 𝐶𝑉𝑡
end

end
𝑉0 =

𝛽
𝑁𝑠𝑖𝑚

∑

𝑉1.

3. Empirical application

3.1. Climate scenarios

Integrated assessment models (IAMs) encompassing feedbacks be-
tween the global economy, the energy system and the climate system,
are the convenient tool to analyze the economic impacts of climate
change and climate change mitigation measures. IAMs are used to
generate scenarios of evolution of the economy consistent with given
climate objectives, based on a set of assumptions.

In this section, we illustrate how our method can be applied to
model transition scenario uncertainty. We employ scenario data from
an IAM in the NGFS scenario database,2 namely REMIND-MAGPIE 3.0–
4.4. This model is a global multi-regional general equilibrium model
with a rather detailed representation of the energy system, belonging
to the class of intertemporal optimization models with perfect foresight.

The NGFS scenario database includes 6 alternative scenarios pro-
duced with REMIND 3.0 model:

• Current Policies: existing climate policies remain in place, and
there is no strengthening of ambition level of these policies;

• Nationally Determined Contributions (NDCs): currently
pledged unconditional NDCs are implemented fully, and respec-
tive targets on energy and emissions in 2025 and 2030 are
reached in all countries;

• Delayed Transition (Disorderly): there is a ‘‘fossil recovery’’
from 2020 to 2030; thus this scenario follows the trajectory of
the Current Policies scenario until 2030. Only thereafter countries
with a clear commitment to a specific net-zero policy target at the
end of 2020 are assumed to meet the target, representing regional
fragmentation. Regionally fragmented carbon prices converge to
a global price near 2070 to keep the 67-percentile of warming
below 2 ◦C in 2100, which also allows for temporary overshoot;

• Below 2 ◦C: this scenario assumes that optimal carbon prices
in line with the long-term targets are implemented immediately
after 2020 and keeps the 67-percentile of warming below 2 ◦C
throughout the 21st century;

• Divergent Net Zero (Disorderly): optimal carbon prices in line
with the long-term targets are implemented immediately after
2020 to bring the median temperature below 1.5 ◦C in 2100, after

2 Release 3.4, available at https://data.ene.iiasa.ac.at/ngfs/.
5

t

Table 1
Variables used in the plant evaluation.

Variables Name Units

Capital costs 𝐶𝐶 USD2010/kW
O&M costs, fixed 𝐶𝐹 USD2010/MW/year
O&M costs, variable 𝐶𝑉 USD2010/MWh
Fuel price 𝑃𝐹 USD2010/MWh
Conversion efficiency 𝑅𝐶 per cent
Carbon price 𝑃𝐶 USD2010/t CO2
Electricity price 𝑃𝐸 USD2010/MWh
Net electricity production 𝑄 GWh
Total installed capacity 𝑇 GW
Emission rate 𝑅𝐸 t CO2/MWh
Plant rated power 𝑊 MW

a limited temporary overshoot. Policy pressure and mitigation
efforts are unevenly distributed across sectors;

• Net Zero 2050: global CO2 emissions are at net-zero in 2050.
Furthermore, countries with a clear commitment to a specific net-
zero policy target at the end of 2020 are assumed to meet this
target.

From top to bottom, the scenarios display a range of levels of stringency
of the climate policy that underlies scenario assumptions. Thus, each
scenario entails different paths for the macroeconomic variables in
the model, and overall they provide a comprehensive overview of the
possible climate states.

3.2. Optimal exit from a carbon-intensive power plant

As a first empirical application, we consider an agent who owns
a pulverized coal power plant with combined cycle, without Carbon
Capture and Storage (CCS) technology, and wants to know when it is
economically optimal to decommission (or sell) the plant. We assume
the cost of decommissioning the plant corresponds to a fraction 𝑘 of the
capital cost of building a new coal power plant, 𝐶 𝑐

𝐶 . When 𝑘 is negative,
the agent is selling the plant at price 𝑘𝐶 𝑐

𝐶 . In the results showcased in
Section 3.2.1, unless specified otherwise, we assume 𝑘 = 0, i.e. there
re no decommissioning costs. A sensitivity analysis for this parameter
s shown is Section 3.2.2. The plant is a price taker, and supplies every
ear a quantity of electricity which depends on the plant’s utilization
ate (a variable available in each scenario) but not on energy prices.
e assume it has a nominal capacity 𝑊 = 1000MW and it is located in
ermany. We further suppose that the plant has a residual lifetime of
0 years, thus, assuming 𝑡0 = 2020, we restrict our investment valuation
ramework to years 2020–2050 of the scenario dataset. Finally, we
ssume a risk-adjusted discount factor 𝛽 = 𝑒−𝑟𝛥𝑡, with 𝑟 = 1% unless
pecified otherwise. Because it is not equipped with a CCS filter, the
lant has to buy some emission allowances in every period, to comply
ith an emission trading scheme (ETS). Moreover, in every period, it

ncurs some operation and maintenance (O&M) costs, both fixed (𝐶 𝑐
𝐹 )

nd proportional to the production output (𝐶 𝑐
𝑉 ). The production output

f the plant depends on the plant utilization rate 𝑅 𝑐
𝑈 , which equals the

atio of the yearly net electricity production 𝑄 𝑐 to the total installed
apacity 𝑇 𝑐 for this specific technology in the selected region. The P&L
unction of year 𝑡 of the coal plant, with the appropriate conversion
actors, is thus equal to

𝑐
𝑡 = 𝑊 ⋅ 𝑅 𝑐

𝑈 𝑡 ⋅ 365.25 ⋅ 24
(

𝑃𝐸𝑡 −
𝑃𝐹 𝑡
𝑅 𝑐
𝐶

− 𝑅 𝑐
𝐸𝑃𝐶 𝑡 − 𝐶 𝑐

𝑉

)

−𝑊 ⋅ 𝐶 𝑐
𝐹 , (14)

where

𝑅 𝑐
𝑈 𝑡 = Utilization rate =

𝑄𝑐
𝑡

𝑇 𝑐
𝑡 ⋅ 365.25 ⋅ 24

. (15)

he variables used and their corresponding unit of measure are listed
n Table 1 (we omit the superscript 𝑐, indicating the coal technology,

o avoid clutter).

https://data.ene.iiasa.ac.at/ngfs/
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Fig. 1. Evolution of the mean value of the three risk factors and of the coal utilization rate in the different scenarios produced with the REMIND 3.0 IAM, together with a sample
simulation of the three risk factors.
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Some of the variables in (14) are more likely to have a high
variability, and thus we model them as stochastic, according to (1).
Such risk factors, in this example application, are

𝐏 =
⎛

⎜

⎜

⎝

𝑃𝐸
𝑃𝐹
𝑃𝐶

⎞

⎟

⎟

⎠

.

As mentioned, their mean values 𝜇𝑖
⋅,𝑡 depend on the scenario 𝑖 of

the chosen scenario dataset, and are given by the corresponding 𝑖th
scenario path for that variable. Fig. 1 plots the evolution of the mean
value 𝜇𝑖

𝑘,𝑡 of each risk factor together with a sample simulation of the
three risk factors. All other variables in Eq. (14) except for the risk
factors are modeled as deterministic, and their time-dependent values
are extracted from the scenario database, when available. Moreover,
when possible (for coal, carbon and electricity price), the variables are
taken from the downscaled NGFS data for the specific region, otherwise
(for capital costs and utilization rate) the variables for the EU-28 region
of the original REMIND 3.0 model are used. For example, the right
bottom graph in Fig. 1 shows the evolution of the coal utilization rate in
the six scenarios; it is clear that the variability of this quantity is much
lower than that of the risk factors. In addition, we assume constant
fixed costs 𝐶 𝑐

𝐹 at 58,000 EUR/MW/year (see ACIL, 2014), variable costs
𝐶 𝑐
𝑉 at 2.6 EUR/MWh, conversion efficiency 𝑅 𝑐

𝐶 of 48% and emission
rate 𝑅𝑐

𝐸 of 0.71 tonCO2 per MWh of electricity generated (see Metz
et al., 2007, Sec. 4.4.3.1).

The parameters 𝜱 and 𝝈 in (1) are estimated from historical data.
Specifically, we use front-month futures data at the monthly frequency
from January 2015 to October 2021 of ICE Rotterdam Coal and of
ICE EUA (carbon allowances traded in the EU ETS). For electricity, we
employ the average hourly price in the day-ahead market for electricity
in Germany traded in the EEX, at the monthly frequency. All data
were retrieved using the Macrobond database. Because seasonality is
6

t

Table 2
Monthly parameter estimates of (1) obtained by estimating a multivari-
ate autoregressive model on de-trended prices of electricity, coal, and
carbon.

E F C

𝜱

E
0.552∗∗∗ 0.023 0.019
(0.095) (0.031) (0.028)

F
−0.232 0.779∗∗∗ −0.093
(0.261) (0.085) (0.077)

C
0.173 0.119 0.382∗∗∗

(0.354) (0.116) (0.104)

𝜮

E
0.174∗∗∗ 0.015∗∗ 0.007∗∗∗

(0.027) (0.007) (0.003)

F
0.015∗∗ 0.018∗∗∗ 0.004∗∗

(0.007) (0.006) (0.002)

C
0.007∗∗∗ 0.004∗∗ 0.015∗∗∗

(0.003) (0.002) (0.002)

Standard errors are in parenthesis. ∗ = 𝑝 < 0.1, ∗∗ = 𝑝 < 0.05,
∗∗∗ = 𝑝 < 0.01.

peculiar stylized fact of electricity prices, we first de-seasonalize
ur monthly log-price electricity sample with a sinusoidal function
ccounting for half-yearly and annual seasonality. As for carbon and
oal log-prices, we de-trend them by subtracting the annual mean
evel and a linear trend (see Fig. 2). We then estimate a multivariate
utoregressive model by maximum likelihood using (de-trended) log-
rices. Table 2 shows the resulting estimates for the mean-reversion
ates and for the volatility parameters. In the empirical application that
ollows, we will only employ estimates that are significant at the 95%
evel, i.e. all entries in the matrix 𝛴, and all diagonal entries in 𝛷.

To update her beliefs about the transition scenario, the agent needs
o choose which signal to rely on. In this illustration, we assume that
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Fig. 2. From left to right, EEX day-ahead electricity log-prices in Germany, ICE Rotterdam front-month futures log-prices, ICE EUA front-month futures log-prices (blue lines), and
heir relative de-trending (red dotted lines). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
he agent chooses the greenhouse gases (GHG) emission level from
nergy production in the region where the plant is located (Germany).
o estimate the volatility of such a signal 𝑦, we use a yearly time series

from the Macrobond data set, spanning almost 50 years (from 1970
to 2018), and we fit a Gaussian model. The estimated annual signal
volatility parameter is �̂�𝑦 = 108.75 million tons of CO2 equivalent. We
hen employ this value to simulate the signal as in Proposition 1. On the
ottom graph, Fig. 3 shows a simulated sample path for the signal 𝑦𝑡

(solid line), when using the scenarios from the REMIND 3.0 model. The
REMIND 3.0 values of the mean GHG emissions path in each scenario
are represented by the dashed lines. On the top graph, the figure shows
the corresponding evolution of the relative conditional probabilities 𝜋𝑖

𝑡 ,
for 𝑖 ∈ {1,… , 6}, computed as in Eq. (6) (where the marks indicating
he scenario are the same in both graphs). In this case, the conditional
robability of the scenario ‘‘Below 2◦ C’’ approaches one, while the

others converge to zero;
All simulation examples below use 𝑁𝑠𝑖𝑚 = 200, 000 simulated trajec-

tories.

3.2.1. Numerical results
First, before moving on to analyze the impact of scenario uncer-

tainty revealed by the signal, we compute the value of the project in
each individual scenario (assumed known by the agent), the expected
optimal exit date for each individual scenario, and the expected value
of the project if it operates for the entire lifetime of 30 years with no
possibility of exit. This information is shown in Table 3. We see that
there are three classes of scenarios: in the least constrained scenario
(current policies) it is optimal to operate the plant until the end of
its lifetime; in the three intermediate scenarios (below 2◦ C, delayed
transition and NDCs), it is optimal to stop after 10–11 years, and finally
in the most constrained scenarios (divergent net zero and net zero
2050) immediate exit is optimal. Stopping at the optimal time leads to
a positive value for the plant in all but the most constrained scenarios
(where the plant has a small negative value because stopping is only
possible after one year of operation). On the other hand, operating the
plant until the end of its lifetime has a negative net present value in all
but one scenario and entails a particularly massive loss in three of them.
Determining the optimal exit time precisely is thus very important in
this context.

We now proceed to analyze the impact of the scenario uncertainty.
Different scenario datasets may differ not only in the nature of the
base assumptions underlying the scenario specifications, but also in
the number of scenarios itself. The NGFS REMIND 3.0 dataset offers 6
different scenarios, as discussed in Section 3.1. The ones that matter
7

the most in the context of this empirical application are the ones
Fig. 3. Bottom graph: a simulated path for the signal 𝑦𝑡 (solid line), together with
the GHG emission trend evolution in each of the six scenarios according to REMIND
3.0 data. Top graph: conditional probabilities 𝜋𝑖

𝑡 , for 𝑖 ∈ {1,… , 6} estimated from the
observations of the signal. The marks are the same in both graphs and indicate the
specific scenario. For illustration purposes, here the signal volatility was taken equal
to 2 times the estimated value.

related to the emissions trajectory, since the signal the agent relies
on is closely related to this variable. The span of the paths of this
variable in different scenarios represents in a sense the extent to which
the agent can decode the state of the system and form a belief about
possible implications. It is thus important that the agent has a number
of sufficiently diversified scenarios available. To see this, first, let us
consider the case when an agent has only two available emission
scenarios, and let us suppose that the two are very far apart in their
range of values for the emissions variable. If scenarios have a range
of values much wider than the variability in the signal, the signal,
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Table 3
Project values with and without possibility of exit, and optimal exit times in the absence of scenario
uncertainty.
Scenario Below 2 ◦C Current

Policies
Delayed
transition

Divergent
Net Zero

NDCs Net Zero
2050

Project value,
MEur

426 2777 992 −315 254 −15

Project value,
MEur, no exit

−1942 2777 −28319 −40080 −1191 −26937

Optimal exit
time

11.02 30 11 1 9.21 1
Fig. 4. Optimal exit problem. Sensitivity of the project value (in EUR) to the volatility of the signal, 𝜎𝑦. In the figure, 𝜎𝑦 varies in a range [0; 3 �̂�𝑦]. In the left panel, only scenarios
‘‘Current Policies’’ and ‘‘Net Zero 2050’’ from the REMIND 3.0 are included in the model. In the right panel, all scenarios are included. The shaded gray area represents the 95%
confidence interval (sometimes invisible because it is too narrow). The inset plot shows the sensitivity of the average waiting time before divestment 𝜏 to the volatility of the
ignal 𝜎𝑦, with a 95% confidence interval.
Fig. 5. Optimal divestment timing under scenario uncertainty: distribution of the optimal exit times according to the true scenario. Top row: 𝜎𝑦 = 0.25 �̂�𝑦, middle row: 𝜎𝑦 = �̂�𝑦,
ottom row: 𝜎𝑦 = 3 �̂�𝑦. In the left graphs, only scenarios ‘‘Current Policies’’ and ‘‘Net Zero 2050’’ are included. In the right graphs, all scenarios are included.
0
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lbeit noisy, will likely immediately identify the state of the system,
nd climate uncertainty would immediately resolve. In this case, the
earning process of the agent would end soon, and it would thus not
ffect much the value of the real option.

Our results confirm this intuition. Indeed, Fig. 4, left graph, shows
he sensitivity in the results of our model to the value of the volatility of
he signal in the case of two divergent scenarios, ‘‘Current Policies’’ and
‘Net Zero 2050’’. We let the signal volatility vary in a range [0; 3 �̂�𝑦].
s Fig. 3 shows, these two scenarios entail very different trajectories

or the GHG emissions. When the signal volatility is in a range of 0 to
8

.5 times the estimated �̂�𝑦, which is not sufficient to cover the range of
alues spanned by the two scenarios, the value of the project and the
ptimal exercise time change at a slow pace, and it is only for higher
alues of signal volatility that the project value starts to decline quickly
ue to information loss. We remark also that the expected optimal exit
ime increases as function of signal volatility. To understand this effect,
ne may examine Fig. 5, left graphs, which show the distribution of
ptimal exit times for each of the two scenarios. We see that when the
ignal volatility is high (lower panel), the ‘‘Current policies’’ scenario
s stable, meaning that when this scenario is the true one, the agent is
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Fig. 6. Optimal exit problem. Sensitivity of the project value (in EUR) to the risk factors volatility, 𝛴 (left panel) and to the discount rate 𝑟 (right panel). In the left panel, 𝛴
varies in a range [ 1

4
; 5 �̂�], and the project value is computed with a risk-adjusted discount rate 𝑟 = 1%. All scenarios from REMIND 3.0 dataset are included. The shaded gray area

represents the 95% confidence interval. The inset plot shows the sensitivity of the average waiting time before divestment 𝜏, with a 95% confidence interval.
Fig. 7. Sensitivity of the project value (in EUR) to the discount rate. Left decommissioning cost equal to 20% of the capital costs. Right: decommissioning premium (selling

revenue) equal to 20% of the capital costs.
Table 4
Value of the investment opportunity and optimal exit times in the absence of scenario uncertainty.
Scenario Below 2 ◦C Current

Policies
Delayed
transition

Divergent
Net Zero

NDCs Net Zero
2050

Project value,
MEur

747 0 1810 1454 177 1390

Optimal
investment
time

3 ∞ 6.02 2 2.99 1.37
b
u
a

s

unlikely to make wrong decision and stop early. On the other hand, the
‘‘Net Zero 2050’’ scenario is unstable: when this scenarios the true one
and the signal is very noisy, the agent may spend a long time learning
the true scenario before finally deciding to stop.

Fig. 4, right graph, shows the results of our model when all six
available scenarios from REMIND 3.0 are included. In this case, scenar-
ios span a wide range of possible trajectories for the GHG emissions,
so that the learning process of the agent is more important in her
decision making. Indeed, now the value of the real option declines
quickly as the signal volatility increases and the information available
to the agent becomes more noisy. To understand the decreasing profile
of the optimal exercise time, once again we examine the distribution
of stopping times in each scenario in Fig. 5, right graphs. We see
that while the ‘‘Current policies’’ scenario remains quite stable, the
intermediate scenarios such as ‘‘NDCs’’ and ‘‘Below 2◦ C’’ are less so:
when one of this scenarios is the true one, and the signal is very noisy,
the agent may mistakingly think that the true scenario is one of the
two most constrained ones (‘‘Net Zero 2050’’ or ‘‘Divergent Net Zero’’)
and stop early. Indeed, by looking at Fig. 3 it is clear that these four
scenarios are hard to distinguish in the beginning. We then conclude
that while the price of the real option always decreases with increasing
scenario uncertainty, the expected waiting time until exit may both
increase and decrease, depending on the nature of the underlying
scenarios.
9

i

In applications of our model, we recommend using a sufficiently
large number of sufficiently diverging scenarios, so as to describe the
range of possible futures in a realistic way.

3.2.2. Sensitivity analysis
A crucial parameter in our model is the discount rate reflecting the

riskiness of the investment project. Thus, we perform a sensitivity anal-
ysis to assess the extent to which our results are affected by the choice
of this parameter. Economic intuition commands that lower discount
factors 𝛽, and thus higher discount rates 𝑟, will lead to underweighting
future cash flows, and thus to lower values of the project. Indeed,
the right panel of Fig. 6 shows that the project value declines as 𝑟
increases in the range [1%; 8% ]. The inset panel in the figure also shows
a mild decrease in the optimal stopping time. This figure also shows
the sensitivity to another set of parameters, that is the estimated risk-
factors’ variance–covariance matrix 𝛴 (left panel). Here, we multiply
the estimated variance–covariance matrix by a factor that varies in a
range [ 14 ; 5 ]. When risk factors are more volatile, the flexibility given
y owning the option is more valuable, and the RO value is higher. The
ncertainty related to the risk factors leads to postponing the decision,
nd thus to a longer optimal waiting time.

To better understand the impact of the interest rate on the optimal
topping time and at the same time study the impact of decommission-
ng costs or selling revenues on the real option value, we plot in Fig. 7
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Fig. 8. Optimal entry problem. Sensitivity of the project value (in EUR) to the volatility of the signal, 𝜎𝑦. In the figure, 𝜎𝑦 varies in a range [0.1, 3 �̂�𝑦]. In the left graph, the EUA
emission allowance price is used as the signal. In the right graph, the carbon emissions from energy production in Germany are used. The inset plot shows the sensitivity of the
average optimal waiting time before investment, conditional on the investment taking place (solid line, left scale), and the sensitivity of the probability of the investment (dotted
line, right scale), to the volatility of the signal 𝜎𝑦.
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Fig. 9. Optimal investement timing under scenario uncertainty: distribution of the
optimal investment times according to the true scenario. Top: 𝜎𝑦 = �̂�𝑦, bottom: 𝜎𝑦 = 3�̂�𝑦.
EUA emission allowance price is used as the signal.

the sensitivity of the project value and optimal stopping time to the
interest rate in the presence of such costs and revenues. In the presence
of a positive decommissioning cost (negative cash flow, left graph),
the optimal stopping time is increasing as function of the interest rate:
for higher rates the agent prefers to wait longer before paying the
decommissioning cost, so that its impact is reduced by discounting. In
the presence of a decommissioning premium (right graph), the stopping
time is decreasing as function of the interest rate: for higher rates
the agent prefers to stop earlier to benefit from the decommissioning
premium before its value is reduced by discounting. The case when
there are no decommissioning costs and no premium is an intermediate
one, when there are both positive and negative cash flows and none
of them clearly dominates the other. For this reason, in Fig. 6, right
graph, we observe only mild dependence of the optimal exit time on
the discount rate.

This analysis shows how, by providing a decommissioning premium
to carbon-intensive power plants, or by helping them reduce the decom-
missioning costs, the regulator may accelerate the low-carbon transition
of the electrical energy industry.

3.3. Optimal entry in a green investment project

As a second empirical application, we consider an agent who has
the option to invest in a combined cycle coal-fired power plant with
Carbon Capture and Storage (CCS) technology, and wants to know
when it is economically optimal to exercise the RO. The plant is again a
price taker, and will supply electricity inelastically. We assume it has a
10

o

nominal capacity 𝑊 = 1000MW and is located in Germany. We further
assume the plant will have a lifespan of 𝑇 = 50 years, and we assume
0 = 2020. We set the maturity of the RO to be 𝑇0 = 2050. Finally,

we assume a risk-adjusted discount factor 𝛽 = 𝑒−𝑟𝛥𝑡, with a reference
discount rate of 𝑟 = 3%. The value of interest rate is higher than in the
previous example since the project value is very sensitive to the interest
rate in the present case, and the low value of 1% leads to unrealistic
results. Sensitivity to the interest rate parameter is analyzed in the
following paragraph. The problem the agent needs to solve is now that
of Eq. (9). Exercising the option entails a stream of revenues and costs
starting from the exercise time 𝜏 throughout the plant lifetime, 𝑇 . The
strike price of the RO corresponds to the capital cost of building a new
power plant, 𝐶𝑔𝑐

𝐶 (with gc standing for green coal). Namely, the payoff
of the RO at time 𝜏 is

max

(

0 ;E

[𝜏+𝑇
∑

𝑡=𝜏
𝛽𝑡−𝜏ℎ𝑔𝑐 (𝐏𝑡)

]

− 𝐶𝑔𝑐
𝐶 (𝜏)

)

.

If the agent exercises the option, and thus builds the power plant,
n every period 𝑡 she will incur some output-dependent operation and
aintenance (O&M) costs, both fixed (𝐶𝑔𝑐

𝐹 ) and proportional to the
roduction output (𝐶𝑔𝑐

𝑉 ). The production output of the plant depends
n the plant’s utilization rate 𝑅𝑔𝑐

𝑈 . The P&L function of year 𝑡 of the
lant, with the proper conversion factors, is thus equal to

𝑔𝑐
𝑡 = 𝑊 ⋅ 𝑅𝑔𝑐

𝑈 𝑡 ⋅ 365.25 ⋅ 24

(

𝑃𝐸𝑡 −
𝑃𝐹 𝑡

𝑅𝑔𝑐
𝐶

− 𝐶𝑔𝑐
𝑉

)

−𝑊 ⋅ 𝐶𝑔𝑐
𝐹 . (16)

e refer the reader to Table 1 for the explanation of the remaining
ariables in Eq. (16), as well as for the variables’ units of measure.

The risk factors in this example application, that we model accord-
ng to (1), are now two:

=
(

𝑃𝐸
𝑃𝐹

)

.

Indeed, since the plant is a green investment, it is not required to com-
ply with an ETS, and thus it does not have any carbon-related costs.3
As before, the risk factors’ mean values 𝜇𝑖

⋅,𝑡 depend on the scenario 𝑖
f the chosen scenario dataset, and are given by the corresponding 𝑖th
cenario path for that variable. The random parts of the risk factors are
odeled as in the previous example, and we use the same estimated
arameter values.

In this case, the agent chooses to use as a signal the price of the EUA.
o estimate the volatility of such a signal 𝑦, we employ the EEX EUA
ront-month futures detrended monthly log-prices and we fit a Gaussian

3 In reality, modern CCS technology can only capture about 90% of the
missions, but we neglect the residual emissions in our stylized model since
ur aim is to illustrate the case of a green investment.
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Fig. 10. Optimal entry problem. Sensitivity of the project value (in EUR) to the risk factors volatility, 𝛴 (left panel) and to the discount rate 𝑟 (right panel). In the left panel, 𝛴
varies in a range [ 1

4
; 5 �̂�]. The inset plot shows the sensitivity of the average optimal waiting time before investment, conditional on the investment taking place (solid line, left

cale), and the sensitivity of the probability of the investment (dotted line, right scale). The confidence interval is large for high interest rate because investment only happens on
small number of trajectories.
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odel. The estimated monthly signal volatility parameter is �̂�𝑦 = 0.317.
e then employ this value to simulate the signal as in Eq. (2). For

omparison, we also plot the impact of the scenario uncertainty using
HG emissions as the signal (the same one as in the first example).

All variables in Eq. (16) except for the risk factors are modeled as
eterministic, and they follow a trend depending on the availability
f scenario trajectories for each one of them. In this case, the REMIND
.0 model includes scenario paths for the risk factors and for the capital
ost 𝐶 𝑏

𝐶 . However, the total installed capacity of coal-fired power plants
nd the electricity production from coal is not available after 2050. For
his reason, we use a fixed utilization rate 𝑅𝑔𝑐

𝑈 = 85% (International
nergy Agency, 2020). Following the same source, the O&M costs of
coal-fired power plant with CCS are summarized as variable costs of
9.34 USD/MWh. The conversion efficiency is assumed to be 𝑅𝐶 = 48%
s in the previous example.

.3.1. Numerical results
First, before analyzing the impact of scenario uncertainty, we com-

ute the value of the project and the optimal investment time in each
ndividual scenario, assumed known by the agent. This information is
hown in Table 4. In the ‘‘Current policies’’ scenario, due to relatively
igh coal prices and low electricity prices, it is never optimal to invest
n a CCS coal power plant, and the project value is zero. In other
cenarios, investment happens relatively quickly, except for the delayed
ransition scenario, where it is optimal to wait for some time to allow
he coal prices to go down.

We now proceed to analyze the impact of scenario uncertainty.
ig. 8 shows the sensitivity of both the RO value and the optimal
xercise time to the value of the volatility of the signal for the entry
roblem, when all six available scenarios from REMIND 3.0 are in-
luded. We let the signal volatility vary in a range between 10% and
00% of the estimated value. The left graph uses the EUA emission
llowance price as the signal, and the right graph uses the GHG
missions from energy production in Germany. The inset plots show
he expected stopping time at which the investment takes place, and
he probability of the investment. In this problem, on some trajectories
t is never optimal to invest, and these trajectories are not taking into
ccount in the computation of the expected stopping time.

Both signals have similar impact on the project value and the
nvestment strategy. In particular, the optimal investment time is first
ncreasing, as the agent needs to wait longer to acquire information,
nd then starts to decrease, as the signal becomes too noisy and
ts information value drops. The probability of investment increases
ith signal volatility, as it becomes more difficult for the agent to
recisely detect the only scenario in which investment is not optimal
current policies). Finally, the GHG emissions appear to have a higher
nformation value for the agent than the EUA emission allowance price,
11

s the project value drops faster in the latter case.
To better understand the optimal investment timing in this case, we
lot in Fig. 9 the distribution of optimal investment times according to
rue scenario, when EUA emission allowance price is used as the signal.
or higher volatility values, investment happens earlier in the delayed
ransition scenario, and in some cases even in the current policies
cenario (where it is not optimal to invest under full information),
ecause the low information content of the signal does not allow
he agent to distinguish these scenarios from the ones where early
nvestment is optimal.

Fig. 10 shows the sensitivity of the RO value, of the average optimal
nvestment time conditional on the investment taking place, and of the
nvestment probability, to the volatility of the risk factors 𝛴 (left panel)

and the discount rate 𝑟 (right panel). We let 𝑟 vary in a range [1%; 6% ],
nd we multiply the estimated variance–covariance matrix by a factor
hat varies in a range [ 14 ; 5 ]. As in the optimal exit problem, the RO

value is increasing in the volatility of the risk factors and decreasing
in the discount rate. However, here, the average optimal exercise time
is decreasing in the volatility of the risk factors. Thus, the higher the
variability relative of the future cash flows, the earlier it is convenient
to invest in the green energy project. The probability of investment is
sharply decreasing as function of the interest rate: the construction of a
green coal power plant requires a large up-front payment, and for high
interest rates, none of the NGFS scenarios promise sufficiently high cash
flows to compensate this after discounting.

4. Conclusions

In this paper, we present a new strategy for evaluating invest-
ment projects, by combining standard real options techniques with a
macroeconomic approach for climate transition analysis. In our model,
the agent observes a noisy climate-related signal, and forms a belief
relative to the likelihood of the possible current macroeconomic climate
scenarios. The agent then bases her entry or exit decisions on the
posterior probability of being in a certain macroeconomic scenario. The
agent’s learning about the level of climate risk, via Bayesian updating,
then plays an active role in the decision making process.

We showcase the potential of our strategy using public available sce-
nario data from the NGFS scenario database, which are representative
of a range of several different environmental transition pathways. Each
of them is associated to a certain level of climate policy stringency, from
low (existing climate policies remain in place, with no further effort
to mitigate climate change), to high (there is a clear commitment to
a specific net-zero policy target that results in CO2 emissions to be at
net-zero in 2050).

These scenarios are employed to analyze the value of real options in
two energy-related examples: the divestment decision from a coal-fired
power plant without Carbon Capture and Storage (CCS) technology and
the potential investment into a green coal-fired power plant with CCS.
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In both cases, we find that the real option value is very sensitive to
scenario uncertainty: the value of the coal-fired power plant is reduced
by 25% and that of the green coal investment project is reduced by 7%
when the agent deduces the scenario by observing carbon emissions,
compared to the setting when the true scenario is known. We also find
that scenario uncertainty can lead to considerable delays in the imple-
mentation of green investment projects. These results underscore the
importance of reliable and detailed climate scenarios and indicate that
taking into account scenario uncertainty and its progressive resolution
is essential for precise valuation of energy projects and for determining
the optimal investment timing.

The main limitation of our study is that it is based on a stylized
model of power plant operation and uses low-granularity scenario data
from the NGFS database: some variables are only available for the
entire EU-28 region and the time step is generally 5 years before 2050
and 10 years after this date. Features like higher time granularity and
increased geographical diversity would add precision to our results. Fi-
nally, for the purpose of energy project valuation, it would be important
to have an IAM that includes energy producer-specific variables, such
as the wholesale price of electricity at the primary level, rather than at
the secondary one (which also includes dispatching costs).
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